Automatic Thematic Categorization of Documents
Using a Fuzzy Taxonomy and Fuzzy Hierarchical Clustering

Manolis Wallace, Giorgos Akrivas and Giorgos Stamou
Image, Video & Multimedia Systems Laboratory
Department of Electrical & Computer Engineering
National Technical University of Athens
9, Iroon Polytechniou Str.,
157 73 Zographou, Athens, Greece
Email: wallace@image.ntua.gr

Abstract—In this paper we formally define the problem of au- Several schemes for categorization can be applied, such as
tomatic detection of thematic categories in a semantically indexed categorization according to document media (for example film,
document, and identify the main obstacles to _overcomelnthls pro- picture, printed document) and document type (movie, news,
cess. Furthermore, we explain how detection of thematic cate- TV sh ientifi blicati In thi
gories can be achieved, with the use of a fuzzy quasi-taxonomic S OW'_ scientl |C_pu Ica |qn). ) n 5 IS paper, We_ ar_e cqn-
relation. Our approach relies on a fuzzy hierarchical clustering cerned with thematic categorization, i.e. a categorization in a
algorithm; this algorithm uses a similarity measure that is based conceptual level.
on the notion of context. A conceptual thematic categorization uses the semantic en-

tities encountered in a document, in order to classify the latter

I. INTRODUCTION into classes, such as sports, diplomacy, chemistry and so on.

Tis nowadays widely accepted that information retriev&Ur approach performs a fuzzy hierarchical clustering of the se-
I systems are reaching an upper bound of performance,%ntic entities, I’elying on knOWIedge that is stored in the form
far as evolution of traditional techniques is concerned, witlef semantic relations. The notion of context has a central role
out having met the goal of successfully providing users witR this process.
the documents that best match their needs. The new directiod he structure of the paper is as follows: In section Il we
of research that promises to give new momentum to this figiesent a novel quasi — taxonomic semantic relation. Based
is intelligent information retrievalwhich may be briefly sum- on this relation, after formally defining the problem of thematic

marized as the conceptual handling of users, user requests @fggorization in section ll, in section IV we rely on the notion
documents. of context in order to detect the thematic categories that are re-

It is rather obvious that techniques from term based retrievated to a document. In section V we discuss the applications
do not suffice for conceptual analysis of documents. Know®f the proposed method, list areas of related future work and
edge — based approaches, on the other hand, appear to be rigggent our concluding remarks.
more robust and flexible in handling modern documents. An
important step in the direction of knowledge — based informa-
tion retrieval has already been made, with the definition of the ) ) .
semantic entitythis corresponds to what we might call a con- Ontologies are an attempt for modelling real world entities
cept, object or event, and aims to replace terms and keyworld: They may be described as follows:

Of great importance is, as well, the construction of ontologies,
which constitute an attempt to describe the relations between O={S{R:}}i=1...n
real life entities, in a conceptual level [4]. . .

On the other hand, diveprsity of th(£ \]/arious types of docu- Ri:§x8§={0.1}i=1...n
ments, that a current information retrieval system must sughereO is an ontology,S the set of semantic entities it de-
port, as well as the explosive growth of their number, calls facribes and?; thei-th semantic relation amongst the semantic
new schemes for categorization among them. A categorizatientities. The formal definition of ontologies also supports an
scheme classifies documents to one or more categories, accor@rence layer, but herein we omit it for the sake of simplicity.
ing to their content. Thus, documents belonging to the sameAlthough any type of relation may be contained in an ontol-
category can be treated similarly, with respect, e.g. to user pomy, the two main categories are taxonomic (i.e. ordering) and
filing, document presentation, relevance feedback etc. Mommpatibility (i.e. symmetric) relations. Compatibility rela-
over, a categorization can enable users to browse a docuntents have traditionally been exploited by information retrieval
repository, instead of querying it. systems for tasks such as query expansion. They are ideal for

Il. THE SEMANTIC TAXONOMIC RELATION



TABLE |

meaning ofb approaches the meaning @f in the sense that
THE FUZZY SEMANTIC RELATIONS

when a document is related to then it is most probably re-
lated toa as well. On the other hand, 8%(a, b) decreases, the

Sp  Specialization meaning ob becomes “narrower” than the meaningin the

ct Context sense that a document’s relationbtavill not imply a relation

Ins  Instrument to a as well with a high probability, or to a high degree. Sum-
P Pgrt marizing, the value o6p(a,b) indicates the degree to which

Pat Pa'ue_nt the stored knowledge shows that an occurrendeinfa docu-

Loc Location ment implies relation ta. Likewise, the degrees of the other
Ag Agent relations can also be interpreted as conditional probabilities or

degrees of implied relevance.
The above imply that, for example,# b = Sp(a,b) <

the description of similarities of various natures, but fail to as- since, ifa # b, then we cannot bé sure that bathand b

sist in the determination of the context of a query or a docu- . ; . -
} : . ; re related to a given document, without first examining the
ment; the use of ordering relations is necessary for such tas?@

[1]. Thus, a main challenge of intelligent information retrieva ocument's context, at this point it is important to remind the

is the meaningful exploitation of information contained in taxr_eade_r thgn andb are not te”*.‘s but con_cepts, which means that
onomic relations of an ontology. a # bindicates / ensures a difference in a conceptual level.

. : . . A last point to consider is the transitivity of the relations pre-
Itis well understood that relations among real life entities are : . . A
sented above. It is obvious thatiifs a specialization of and
always a matter of degree, and are, therefore, best modelled us- T : S .
. : . . c,IS a specialization o, thenc is a specialization ofi. This
ing fuzzy relations. Ontological taxonomies, on the other hand,” . T e o L
O . : .. IMplies that the specialization relation is transitive. A similar
are crisp in principle. Thus, they fail to fully describe real life

L . . ._argument can be made for the other relations, as well. Still, the
concepts, and are limited tecuts of the desired relations. This L . L
. : : . f?rm of transitivity used cannot baip — min transitivity, but
is a very important drawback, that makes such relations insuf- ) .
ne relying on a subidempotent norm. Therefore, we demand

ficient for the services that an intelligent information retrieve%(Lat the presented relations atep —t transitive, where is an
system aims to offer. Archimedean norm. ,

More formally, the knowledge model presented above may

A. The Fuzzy Quasi — Taxonomic Relation be summarized in the following:
The authors have proposed fuzzy semantic relations that are .
most suitable for the modelling of real life information [2]. In OrF ={S,{ri}},i=1...n

this section, we present a few commonly encountered semantic
relations that can be modelled as fuzzy ordering relations, and
propose their combination for the generation of a meaningful, Based on the relations we construct the following semantic
fuzzy, quasi-taxonomic relation. Based on this relation, in thelation:
following sections we will explain how the problem of auto-
matic thematic categorization may be tackled. T — Trt(Urf”),pqz e{-1,1},iel...n

The specializatiorrelation Sp is a fuzzy partial ordering on p
the set of semantic entitieSp(a, b) > 0 means that the mean-
ing of a “includes "the meaning of; the most common form
of specialization is sub — classing, i.e.is a generalization of
b. The role of the specialization relation in knowledge — basé
retrieval is as follows: if a document refers to the meaning St
entity b, then it is also related ta, sinceb is a special case
of a. Still, there is no evidence that the opposite also holds;
it is obvious that the specialization relation contains important
information that can not be modelled in a symmetric relation. g4caqd on the semantics of relationsit is easy to see that

The contextrelation C't is also a fuzzy partial ordering on thejg e for the determination of the thematic categories that an

set of semantic entitie€.'t(a, b) > 0 means thak provides the gty may be related to, as thematic categories are also seman-
context fora or, in other words, that is the thematic category ;. antities:

thata belongs to. Other relations considered in the following
have similar interpretations. Their names and corresponding
notations are given in table I.

In this work, fuzziness of the aforementioned relations haghereT'C = {tc;},i € 1...k is the set of thematic categories
the following meaning: High values ¢fp(a, b), imply that the (for exampleball andstadiummay be semantic entities, while

ri=F(R):Sx8—[0,1,i=1...n

whereT'rt(A) is thesup —t transitive closure of relatior ; the
transitivity of relationT was not implied by the definition, as
tae union of transitive relations is not necessarily transitive. In
r application we construct th€relation as follows:

T =Tr'(SpuC~'UlInsUPU Pat U LocU Ag)

TC CS



football andsportsare both semantic entities and thematic cafA. Principles of Thematic Categorization

egories). Unfortunately, the example of theelation has to be According to issue 1, it is necessary for the algorithm to be

omitted for the sake of space. _ _ able to determine which thematic categories are indeed related

All the relations used for the generationBfare partial or- 4 5 given document. In order for this task to be performed in
dering relations. Still, there is no evidence that their union §meaningfu| manner, the common meaning of the remaining
also antisymmetric. Quite the contrafy,may vary from be- gpiities that index the given document needs to be considered
ing a partial ordering to being an equivalence relation. This i\ ell.

an important observation, as true semantic relations also fit ing, the other hand, when a document is related to more than
this range (total symmetricity as well as total antisymmetriCity,e -\ nrejated thematic categories, as issue 2 points out, we
often have to be abandoned when modelling real life). Stilly, |4 not expect all the terms that index it to be related to one
the semantics of the used relations, as well as our experimeig,iner or to each one of the thematic categories in question.
indicate thatl” is “almost” antisymmetric. Therefore, we cateqyite the contrary, we should expect most entities to be related
gorize to it as quasi — ordering or quasi — taxonomic. to just one of these thematic categories. Therefore, a clustering

of semantic entities, based on the their common meaning, needs

I1l. PROBLEM DEFINITION to be applied.

Before anything else, let us first present the problem that this!n this process, entities that are misleading (eg. entities that
work attempts to address, in a more formal manner. The intefigsulted from the use of terms in a metaphorical sense) will
gent module presented herein, which we will refer to as modupobably not be found similar with other entities that index a
of Detection of Thematic Categorié@TC), accepts as input document. Therefore, the cardinality of the clusters may be
the Semantic Inde¥. This is in fact a fuzzy relation betweenused to tackle issue 3.

documents and semantic entities. Finally, issue 4 is easily solved by allowing DTC's algorithm
to be fuzzy. In the following, we proceed with the presenta-
I:58%xD—][0,1] tion of an algorithm for DTC which complies with the above

principles.

The semantic index must be normal for each document, i.e.:

Vd € D Js € Ssuchthatl(s,d) =1 V. THE ALGORITHM FORDTC

Based on this relation, and the knowledge contained in theThe proposed approach may be decomposed into the follow-

available semantic relation&;, the module of DTC aims to "9 StePS: _ _ . _ _
detect the degree to which a given documént D is related Perform a fuzzy clustering of semantic entities, using their

to a thematic category: € TC. We will refer to this degree common meaning as clustering criterion in order to deter-
asRrc(te, d). In other words, the module of DTC attempts to mine the count of distinct topics that a document is related
calculate the relation: to. _ _
« Find the thematic categories that are related to each cluster.
Rrc:TC x D — [0,1] « Aggregate the findings for each cluster in order to acquire

o ) ) ) an overall result for the whole document.
In designing an algorithm that is able to calculate this re- g2 of the above steps uses the taxonomy relation, in addi-

lation, in a meaningful manner, a series of issues need t0 i, 1, the index. In the following, after discussing the notion

tackled: - _ of “common meaning”, we elaborate on each of these steps.
1) A semantic entity may be related to multiple, unrelated

thematic categories. ]

2) Adocument may be related to multiple, unrelated thematfe The notion of context
categories. In general, the terncontextrefers to whatever is common

3) The semantic index may have been created in an autmong a set of elements. In this work, where the elements are
mated manner. Thus, existence of random, and therefgimantic entities and documents, the term context may refer to
misleading semantic entities cannot be excluded. For eke common meaning of a set of entities, or to the overall topic
ample, entities that correspond to terms that have begha document, respectively.
used in a metaphorical sense when annotating a documenta document is represented only by its mapping to semantic
may be included in the index. entities, via the semantic index Therefore, the context of

4) Semantic relations are always a matter of degree. Thegedocument is again defined via the semantic entities that are
fore, correlation between a document and a thematic catetated to it. The fact that relatioll described in subsection
gory is also a matter of degree. II-A is (almost) an ordering relation allows us to use it in order

In the following, we provide the principles of the proposetb define, extract and use the context of a document, or a set of

approach to the problem of thematic categorization. semantic entities in general. Relying on the semantics df the



relation, we define theontextK (s) of a semantic entity € S B. Hierarchical clustering

as the set of its descendants in relatian Before actually extracting thematic category information
from the set of semantic entitid$d) that are related to a docu-
K(s) =T<(s) mentd via the semantic indek, in order to support the possibil-
) ) ) o ) ity of existence of multiple distinct topics in a single document,
This set also includes the semantic entity in question. the support of the document’s description, i.e. the set
Assuming that a set of entitie¥ C S is crisp, i.e. all con-
sidered entities belong to the set with degree one, the context I(d) ={s€S5:1(s,d) > 0}

gf ]Eh egrqup,l wh|ctr;]|s ag;]alfntr? tSEt of sema(tjnnc en;ltlets, can BF the entities that are related to it needs to be clustered to
efined Simply as the set ot Ineir commaon descendants. groups, according to the topics they are related to.

) ) Most clustering methods belong to either of two general
K(S') = ﬂK(Si),Si €S methods, partitioning and hierarchical [6]. Partitioning meth-
i ods create a crisp or fuzzy clustering of a given data set, but

Obviously, as more entities are considered, the context Bgduire the number of clusters as input. Since the number of

comes narrower, i.e. it contains less entities and to smaller d@Pics that exist in a document is not known beforehand, par-
grees: titioning methods are inapplicable for the task at hand [5]; an

hierarchical clustering algorithm needs to be applied.
, ,, , ,, Hierarchical methods are divided into agglomerative and di-
§558 = K(§) < K(S) visive. Of those, the first are the most widely studied and ap-

When the definition of context is extended to the case Bfi€d. as well as the most robust. Their general structure, ad-
fuzzy sets of semantic entities, this inequality must still holdt/Sted for the needs of the problem at hand, is as follows:
Moreover, we demand that the following are satisfied as well: 1) When considering documerif turn each semantic entity

: - I(d) into a singleton, i.e. into a cluster of its own.
e §'(s)=0 = K(5)=K(5 - , i.e. no narrowin s € | -
(s) (5 ( {sh g 2) For each pair of clusters, ¢, calculate a compatibility

of context. o .
e §'(s) =1 — K(S') C K(s), i.e. full narrowing of indicatorCI(cy,ce). TheC1T is also referred to as cluster
context - T similarity, or dissimilarity, measure.

3) Merge the pair of clusters that have the b@gt Depend-

K (S’) decreases monotonically with respecistds). . o L o
> K(5) y P @) ing on whether this is a similarity or a dissimilarity mea-

. ;I'aklngt:]he‘s‘,e 'nt% cor:js,]deratu?lg, we fdemandﬂ:hat, \t/_\;ﬂﬁan sure, the best indicator could be the maximum or the min-
'S Tuzzy, the “considered - conte (5) of s, 1.€. fthe entity’s imum operator, respectively.
context when taking its degree of participation to the set into

b I hen the d £t | \j\l) Continue at step 2, until the termination criterion is satis-
account, becomes fow when the degrees ol taxonomy are low' gey The termination criterion most commonly used is the
and the degree of participatidti(s) is high. Therefore:

definition of a threshold for the value of the best compati-
) , bility indicator.

ep(K(s)) = ep(K(s)) N (S(s) - S5) The two key points in hierarchical clustering are the identi-
. . . _fication of the clusters to merge at each step, i.e. the definition
wherecp is an involutive fuzzy complement, ancand. corre of a meaningful measure far/, and the identification of the

spond to &-norm and &-conorm which are dual, with respect” 2 . S .
to cp. By applying de Morgan’s law, we obtain: opumgl termlngtmg step, i.e. the definition of a meaningful ter-
mination criterion.
When clustering semantic entities, the ideal similarity mea-
K(s) = K(s) Uep(S'(s)) () sureis one that guantifies their semantic correlation. In subsec-
tion IV-A we have defined such a measure; it is the height of
their common context. Therefore, the merging of clusters will
, , be based on this measure.
K(5) = ﬂ’a«%)v si €5 The process of merging should terminate when the entities
i are clustered into sets that correspond to distinct topics. We

Considering the semantics of tierelation and the processmay identify such sets by the fact that their common contexts
of context determination, it is easy to realize that when the enitill have low, if not zero, intensity. Therefore, the termination
ties in a set are highly related to a common meaning, the contéiterion shall be a threshold on the intensity of the common
will have high degrees of membership for the entities that reprf@eaning, i.e. a threshold on the selected compatibility measure.
sent this common meaning. Therefore, the height of the context _

h(K(S")) may be used as a measure of the semantic correlatfen Fuzzy clustering
of entities in setS’. We will refer to this measure aistensityof Hierarchical clustering methods are more flexible than their
the context. partitioning counterparts, in that they do not need the number of

Then the set’s context is easily calculated as follows:



clusters as an input. Still, they are less robust in other ways: D. Extraction of thematic categories
« They only create crisp clusterings, i.e. they do not supportThematic categories are semantic entities that have been se-

degrees of membership in their output. lected as having a special meaning for the system; more for-
« They only create partitions, i.e. they do not allow for ovefyyjly:
lapping among the detected clusters. TC C §

Both of the above are great disadvantages for the problemat ) ) _
hand, as they are not compatible with the task’s semantics: inT his simplifies the process of automatic thematic categoriza-
real life, a semantic entity may be related to a topic to a degré@n: We have already explained that the context of a set of se-

other than 1 or 0, and may also be related to more than dh@ntic entities is a fuzzy set of semantic entities; this contains
distinct topics. the entities that describe the common meaning of the original

In order to overcome such problems, we describe in the f&€t. The thematic categories that are contained in the context of

lowing a method for fuzzyfication of the partitioning. In this? cluster of semantic entities are obviously thematic categories
way the clusters’ cardinalities will be corrected, so that theéfpat are related to the whole document. Based on this concept,
may be used in subsection IV-D for the meaningful extractidf the following we present a method for automatic thematic
of thematic categories. categorization of documents.

Each clustek is described by the crisp set of semantic en- First of all, the process of fuzzy hierarchical clustering has
tities S.. that belong to it. Using those, we may create a fuz2yeen based on the crisp dét/), thus ignoring fuzziness in the
classifier, i.e. a functiorC,. that will measure the degree ofsemantic index. In order to incorporate this information in the
correlation of a semantic entitywith the cluster. clusters of semantic entities considered for the process of the-
matic categorization, we adjust the degrees of membership for

Ce:§—[0,1] them as follows:

Obviously, a semantic entity should be considered correlated " ,

with ¢, if it is related to the common meaning of the semantic "(s) =t(c'(s), I(s,d)) (2)

entities inS... Therefore, the quantit ) _ _
¢ g Y wheret is a fuzzy norm. The semantic nature of this opera-

Cory(c,s) = h(K(S. U {s})) tion demands that is an Archimedean norm. From each one
f&f those clusters, we may extract the corresponding thematic
tegories. In the following we shall refer to a random fuzzy
ster¢” and its corresponding fuzzy set of thematic categories

whereh(-) symbolizes the height of a fuzzy set, is a meaning

measure of correlation. Of course, not all clusters are equa

compact; we may measure cluster compactness using the i p

ilarity among the entities it contains, i.e. using the intensity TC(C, )- i , , i

the cluster's context. Therefore, the aforementioned correlationObV'ous/l}” thematic categories that are not contained in the
cannot be selected as being related to it. Therefore

measure needs to be adjusted, to the characteristics of the dogtext ofc

ter in question: Rro(d”) € Rho(c”) = w(K (") N TC) 3)
Cory(c, s)
W wherew is a weakmodifier Modifiers, which are also met in
Itis easy to see that this measure obviously has the followithe IiFerature aiinggistic hedgeq3], are used (in this work) .
properties: ts adjus_t mathemgtlcally computed values SO as to match the_lr
] . . . . semantically anticipated counterparts. Specifically, our experi-
o Cory(c,s) = 1 if the semantics of imply it should be- ments indicate, for example, that a valueddf for the expres-
long toc. For exampleC'ors(c, ) = 1,s € 5 sion K'(¢’) N T'C corresponds to a great degree of relevance,
e Cors(c,s) = 0 if the semantics of imply it should not and should, therefore, be adjusted accordingly.
belong toc. . . In the case that the semantic entities that index document
o Coray(c,s) € (0,1) if sis neither totally related, nor to- d are all clustered in a unique clustef, then Rro(d) —
tally unrelated ta. . . , RL.(c") is a meaningful approach. On the other hand, when
Thg;e are the properiies that we wish for the cluster's fuzﬁ%re than one clusters are detected, then cluster cardinalities
classifier, so: . have to be considered as well.
Cels) = Cora(c, 5) Clusters of extremely low cardinality probably only contain
Using such classifiers, we may expand the detected crisp pafsleading entities, and therefore need to be ignored in the esti-
titions, as to include more semantic entities, as follows: parthation of R (d). On the contrary, clusters of high cardinality

Cory(c, s) =

tion cis replaced by cluster almost certainly correspond to the distinct topids related to,
;L Z 1C.(3) and need to be considered in the estimatiorRet:(d). The
€= I(d)s e\’ notion of “high cardinality” is modelled with the use of a “big”
EIS]

fuzzy numberL. L(a) is the truth value of the preposition “the
Obviouslyc D c. cardinality ofa is high”.



The set of thematic categories that correspond to a documbirttontains definitions for 340 semantic entities, about 20% of
is computed from the remaining clusters, after adjusting menvhich are thematic categories, as well as definitions for 48 se-
bership degrees according to scalar cardinalities, as follows:mantic relations, out of which 10 are already populated. This

encyclopedia has been used, with encouraging results, for the

Rrc(d) = //UG(RTC(CH)) (4) development and testing of algorithms concerning not only au-
" cf " " tomatic detection of thematic categories, but also intelligent,
Rre(c”) = Rya(c”) - L(|<"]) ()  context sensitive guery expansion [1] and flexible adaptation to

whereu is a fuzzy co-norm( is the set of fuzzy clusters thatthe user [7]. FAETHON also possesses a fuzzy semantic in-
have been detected if{d) and have had their membership dedex for numerous documents from the Hellenic Broadcasting
grees adjusted according to equation 2, @hi the scalar car- Corporation (ERT) and Film Archiv Austria (FAA).
dinality of setb. The output of the module of DTC is exploited in numerous

It is easy to see thakrc(d, tc) will be high if a cluster¢”, ways. As most important we may mention definition and ex-
whose context contairts, is detected i (d), and additionally, traction of user preferences at a semantic level, providing of
the cardinality of: is high (i.e. the cluster is most probably nogfficient content browsing services to users, timely estimation
comprised of misleading entities) and the degree of membef-the content of relevance feedback based on thematic catego-

ship oftc in the context of” is high. rization of documents and automatic suggestion of documents
that are related to the document a user is currently viewing.
V. APPLICATIONS, CONCLUSIONS AND FUTURE WORK A major area of future research for this work is the selec-

In this paper, we started by presenting a fuzzy, quasi — ord&n of optimal fuzzy operators for most meaningful semantic
ing, semantic relation defined on the set of semantic entiti€itput. Our findings so far indicate that this selection is not
Continuing, we identified the main obstacles that have to Bidependent from the knowledge itself. In other words, dif-
faced in the process of automatic detection of thematic catgrent semantic encyclopedias may perform best for different
gories that are related to a semantically indexed document, &h@ices of operators. Thus, the connection between encyclope-
explained how this can be achieved, using the notion of conteita content and operator selection is also an interesting area for

our approach relies on fuzzy hierarchical clustering of the fuz#§search. _ o _ _
index. Finally, we believe that the definition of context in a semantic

The formulas in this paper 0n|y include genera| fuzzy opemanner is an important issue that is not necessarily finalized in
ators, and not specific approaches, such as the standard og@fa-paper. Quite the contrary, we believe that there is a lot of
tors. The reason is that the selection of the “correct” operatgtgalytic work to be done in the formal representation, extraction
is still an ongoing process, which needs thorough theoreti@ld use of context in thematic categorization.
investigation. So far, the best performance has been observed,
by trial and error work, when using the operators mentioned ACKNOWLEDGEMENTS
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